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	Paper Code
	Paper Title
	Credits

	313601
	Applied Multivariate Analysis
	4

	313603
	Advance Theory  of Inference
	4

	313605
	Design and Analysis of Experiments
	4

	313607
	Sampling Methods & Research Methodology
	4

	Optional Papers (Any three paper the followings)

	313609
	Econometrics
	4

	313611
	Statistical Quality Control  and Operations

Research
	4

	313613
	Demography & Population Studies 
	4

	313615
	Stochastic Process
	4

	313617
	Bio-statistics
	4

	313618
	Practical
	6

	
	Lab 1: Multivariate Analysis and Statistical

Inference
	

	
	Lab 2: Experimental Design and Sampling Techniques
	

	
	Project Work
	

	313620
	Viva-Voce
	2

	
	Total =
	36


Detailed Syllabus

	Paper Code :  313601
	-------
	Credits : 4
	Class Hours : 120 hrs.

	Paper Title :
	 Applied Multivariate Analysis


Review of multivariate methods, Wishart distribution, Hotelling T2 , Mahalanabis D2, Wilk’s lambda criterion, Generalized variances and their uses application of multivariate techniques, Inference about a mean vector, Comparisons of several multivariate means, Paired comparisons, Simultaneous confidence intervals for treatment effects, Multivariate linear regression models, Factor analysis and inference for structured covariance matrices, Principal component analysis, Canonical correlation analysis, Multiple classification analysis, Clustering, Cluster analysis, Generalized linear models.

Books Recommendations

	1
	Johnson, R. A & Wichern, D.W
	:
	Applied Multivariate Statistical Analysis, 3rd Ed. Prentice-Hall, Inc. Englewood, New jersey

	2
	Dillon & Goldstein
	:
	Multivariate Analysis

	3
	Manly, BF.S
	:
	Multivariate Statistical Methods- A Primer. Chapman &Hall, London, 1986

	4
	Lawley & Maxwell
	:
	Factor Analysis as a Statistical Method

	5
	Everit, B.S.
	:
	Latent Variables Models

	6
	Press, S.J
	:
	Applied Multivariate Analysis

	7
	Morrison, D.P.
	:
	Multivariate Statistical methods, Mc Graw – Hill, 1976

	8
	Kshirsagar, A.M.
	:
	Multivariate analysis, Marcel Dekker


	Paper Code :  313603
	-------
	Credits : 4
	Class Hours : 120 hrs.

	Paper Title :
	 Advance Theory of Inference


Review of Estimation theory: Consistency, Efficiency, Sufficiency, etc. Advanced estimation theory on joint sufficiency, minimal sufficiency and completeness. Simultaneous estimation of several parameters. Generalized Rao-Carmer lower bound. Bhattacharja system of lower bound, Asymptotic efficiency. BAN and CAN estimators. UMVU estimator. Lehmann-Scheffe theorem. Important theorems on MVU estimators. ML method and its asymptotic properties with proofs, Bayesion approach to estimation, Minimax estimator. Shrinkahe estimators, Equivariance and related concepts. Confidence belt, Shortest set of confidence intervals. Theory of confidence sets. Confidence sets in presence of nuisance parameters, Fiducial interval and tolerance limits. Bayesian interval estimates.
Review of simple hypothesis: Neyman-Pearson lemma, BCR, UMP test and sufficiency, Power function, Composite hypothesis, Similar region (SR), test, MPSR test, Unbiased test. Uniformly most powerful unbiased (UMP) test. And locally uniformly most powerful unbiased (LUMPU) tests. Efficiency of a test. Properties and distribution of LR test with proofs. Wald’s sequential probability ratio test, Properties of SPRT efficiency of SPRT, OC and function. Elements of decision theory, Selected topics in the of order statistics, The rational and efficiency of ranking and distribution free methods, Different advanced non – parametric tests, Intervals for population proportions. The sample distribution functions and tests of fit, Confidence interval for and unknown distribution function, Reliability, Bayesian test of hypothesis, Bayesian approach to contingency table.
Books Recommended:
	1
	Kendall & Stuart
	:
	An advanced theory of statistics. Vol. II Charles Griffin

	2
	Siegel, S.
	:
	Non-parametric methods

	3
	Silvey, S.D.
	:
	Statistical Inference. Chapman & Hall

	4
	Rao, C.R.
	:
	Linear Statistical Inference & its Applications. Wiley & 
Sons

	5
	David
	:
	Order statistics. Wiley and Sons

	6
	Chernoff and Moses
	:
	Elementary Decision, Theory, Wiley

	7
	Wald. A.
	:
	Sequential Analysis, Wiley and Sons

	8
	Wetherill
	:
	Sequential Methods in Statistics. 2nd ed.

	9
	Barnett, V
	:
	Comparative statistical Methods. Wiley and Sons.

	10
	Gibbous, J.D
	:
	Non-parametric Statistical Inference, McGraw-Hill, 1971

	11
	Zacks, S
	:
	The theory of statistical inference, John Wiley, 1971.

	12
	Lee
	:
	Statistical Analysis of Survival Data.


	Paper Code :  313605
	-------
	Credits : 4
	Class Hours : 120 hrs.

	Paper Title :
	 Design and Analysis of Experiments


Sn factorial experiments and their analysis. Confounding: complete, partial and simultaneous confounding. Fractional replicates and their construction and analysis. Asymmetric factorial experiments.
Linear models of less than full rank. Least square estimation. Estimable functions. Minimum variance estimates. Sums of squares and their distributions. Tests of hypotheses : General linear hypothesis.
Two-way non-orthogonal designs. Least squares estimation and analysis. Extensions to multi-way designs. General block designs. Two-step least squares and analysis of covariance. Missing value problem. Use of incomplete blocks. Construction and analysis of BIB designs. Use of orthogonal latin squares. Intra and inter-block analysis, Missing plots in BIB designs. Partially BIB designs. Simple Lattice designs, Youden squares. Response surface designs. Optimal designs.
Books Recommended: 
	1
	P.W.M. John 
	:
	Statistical design and analysis of experiments, MacMillan

	2
	D.Montgomery
	:
	Design and Analysis of Experiments, Wiley

	3
	Cochran and Cox
	:
	Experimental Designs, Wiley

	4
	Chakrabarty, Laha and Roy
	:
	Handbook of Statistics, Vol.II

	5
	Seber
	:
	Linear Regression Analysis. Wiley

	6
	Silvey
	:
	Optimal Designs

	7
	Searle, S.R.
	:
	Linear models, John Wiley, 1971


	Paper Code :  313607
	-------
	Credits : 4
	Class Hours : 120 hrs.

	Paper Title :
	 Sampling Methods & Research Methodology


Sampling Methods

Multi-stage Sampling. Concepts, examples and uses. 3 stage sampling with equal and unequal sixed clusters-estimates and standard errors Multistage sampling-General results for obtaining the estimators, variances of estimators and estimated variances, Optimum sampling and sub-sampling fractions considering cost.

Weighting and Estimation. When and how to weight sample data, Design weights. Self-weighting techniques in multistage sampling;- estimates and standard error.
Multiphase Sampling Technique. Concepts, examples and uses, Double sampling techniques-estimators, standard errors, optimum allocation of samples. Application of repeated sampling of same populations. Interpenetrating sub-samples. Repetitive surveys, Multiphase sampling- general results for estimators, standard errors, etc. 
Variance estimation in complex. Nonlinear estimation in complex surveys. Linearization, Replication and jackknife methods, Comparison of these methods.

Sources and Types of Survey Errors. Non-response-types and its effects on accuracy of estimates, Techniques for adjustment for non-response call-backs, Politz-Simon’s technique etc, Methods for increasing response rate in sample surveys, Errors of measurement, its mathematical models. Dealing with missing values computations.
Familiarity with Several Large Scale National Surveys in Bangladesh. Bangladesh Demographic and Health Survey, BDHS (1993-94, 1996-97 & 199-00) Bangladesh Maternal Mortality Survey (BMMS), 2000-01 etc. Development of survey design plan for any real life problem with special references to design issues, strategy and development plans. 
Research Methodology 
Definition, Basic research and applied research. Fundamental difference between methods and methodology, exploratory studies, descriptive studies and causal studies. Qualitative and quantitative research. Objectives in research, research questions and research hypothesis, Variables and level of measurement. Research process, Major stages in research, choosing an appropriate research problem, Research design and its types. Validity threats in experimentation. Reliability and validity in measurement and their estimation. Evaluation of the estimates, Statistical theory used for determining the reliability. Data collection and techniques of qualitative and quantitative data collection. Questionnaire and its construction. Focus group interview. Importance of focus group in health and family planning, Its scope and limitation, Rapid appraisal procedures. Qualitative methodologies for planning and evaluation of health related programs 
Data analysis. Use of statistical tools and techniques in data analysis. Testing of statistical hypotheses. The role of the hypotheses in scientific investigations. 
Proposal development and report writing. Monitoring and Evaluation, Evaluation of the family planning programs.
Books Recommended: 
	1
	Cochran, W.G

	:
	:Sampling Techniques, 3rd edition, Wiley, N.Y.

	2
	Islam, M.N.
	:
	An Introduction to Sampling Methods, 3rd Ed.

	3
	Sukhatme and Sukhatme
	:
	Sampling Theory of Surveys with application.

	4
	Lessler, J.T. and Kalsbeek, W.D.
	:
	Non-sampling Eror in Surveys. Wiley

	5
	Raj, D.
	:
	Sampling Theory, McGraw-Hill

	6
	Raj, D
	:
	Sampling Design, McGraw-Hill

	7
	Johnson N.L. and Smith H.
	:
	New Developments in Survey Sampling Wiley, N.Y

	8
	Levy, P.S and Lemeshow, S.
	:
	Sampling of Ppulations : Methods and Applications. 2nd Edition Wiley, N.Y.

	9
	Cassel, C.M and Sardnal, M.
	:
	Foundation of Inference in Survey Sampling Wiley, N.Y.

	10
	Verme, V.
	:
	Sampling Methods

	11
	Hansen, Hurwitz and Madow
	:
	Sample survey methods and theory vol. II. Wiley, M.Y.

	12
	Islam M. N.
	:
	An Introduction to Research Methods,    3rd Ed.

	13
	Bailey
	:
	Social Research Method

	14
	Moser, C.A.
	:
	Survey Methods in Social Investigation


	Paper Code :  313609
	-------
	Credits : 4
	Class Hours : 120 hrs.

	Paper Title :
	 Econometrics


Concepts of endogenous, exogenous and predetermined variables, Structural model, reduced forms, & their use, Identification issues, Simultaneous equations system, recursive system, block-recursive systems. 
Specification issues, General linear model. Specification of errors. Selection of variable. Omitted variables, Dummy variables and their uses. 

Basic concept of forecasting. Forecasting errors and confidence intervals for forecast.
Errors in variables and omitted variables. Sources of non-spherical disturbances and problems associated with this. OLS estimators under non-spherical disturbances. Lagged variables, Concepts Sources, distributed lag modes, Koyock scheme, Endogenous, Exogenous, Predetermined variables. Simultaneous equation system, Structural model, Recursive model, Block recursive model. Identification problem, 
Estimation of simultaneous equation models: Instrumental variable method, ILS, 2SLS, 3SLS method. Restricted regression and specification, Tests of the restrictions, Idea of panel data-uses and application, Multiple discrete response, Estimation of logit and probit models from panel data. Censored regression model-The tobit model, Truncated regression models. Demand Theory-Stones analysis.
Books recommended:
	1
	Hunderson & Quandt
	:
	Microeconomic Theory-McGraw Hill

	2
	Hisschliefer
	:
	Price theory

	3
	Davis
	:
	Economic Statistics, Willy & Sons

	4
	Rahman, M
	:
	A Treatise on Methods of Statistics & their Application

	5
	Pindyck & Rubinfeld
	:
	Econometric Models & Economic Forecasts McGraw Hill

	6
	Johnston
	:
	Econometric Methods- McGraw Hill

	7
	Goldberger
	:
	Econometric Theory-Wiley & Sons

	8
	Theil
	:
	Introduction to Econometrics-Princeton Hall

	9
	Maddala
	:
	Econometrics-McGraw Hill

	10
	Judge et al
	:
	The theory & Practice of Econometrics- Wiley & Sons

	11
	Basil Blackwell
	:
	A Guide to Econometrics

	12
	Klein
	:
	Introduction to Econometrics-Englewood Cliff


	Paper Code :  313611
	-------
	Credits : 4
	Class Hours : 120 hrs.

	Paper Title :
	 Statistical Quality Control and Operations Research


Statistical Quality Control:

Basic ideas behind manufacturing processes. Statistical indicators in industrial sectors. Applications of basic statistical tools for analysis purposes of industrial activities. Some ideas of industrial surveys, Application of statistical methods in manufacturing sectors. Study of production and realization, Indicators of the use of labour resources. Productivity of labour and its analysis through the use of statistical methods such as grouping, correlation and regression, method of index etc, Use of fixed assets and influence of new techniques.
Review on control charts. Classical sampling inspections by attributes and by variables, Sampling versus screening, Supplier and receiver’s risks, Single, double and multiple sampling plans, O.C and ASN functions of the plans, Dodge and Roming sampling inspection tables, Dodge’s and Wald’s sampling plans for continuous. Unbiased estimates of fraction defective in case of Sampling inspections, use of some inefficient statistics in industrial inspections.
Sampling for mean, standard deviation and coefficient of variation. Sequential sampling, Basic ideas of Neyman and Pearson theory of testing statistics hypothesis, sequential probability ratio tests, Derivations of O.C and ASN function of the test, Function of the test, Certainly of the eventual termination of the tests, Efficiency and optimum character of the test, Fundamental identity of sequential analysis, Cumulative sums, Sequential test of mean and variance of normal and exponential populations, Use of range in sequential confidence intervals for mean of normal populations with known and unknown variances, frequency justification of sequential tests.
Operations Research:
Review : Basic concepts of operations research. Sensitivity analysis in linear programming problems.

Non-Linear Programming: NLPP and its applications, Definition of global minimum & local minimum, Difficulties introduced for non-linearity, Direction vector Gradient function, Convex and concave functions and relevant theorems. Kuhn-Tucker necessary & sufficient condition for maximization.

Unconstrained Optimization: Necessary condition for the optimality of an unconstrained function, Davidon-Fletcher-Powell method of minimization, Newton’s Optimal quotient method.

Quadratic Programming : Wolf’s and Beales method of solving QPP and related theorem. Separable programming : Linearization of a non-linear function and its separation by separable programming technique. 

Books recommended:
	1
	Goode and Bowker
	:
	Sampling Inspections by Variance

	2
	Freeman, Fedman
	:
	Sampling Inspections

	3
	Wald
	:
	Sequential Analysis, Wiley and Sons. N.Y

	4
	D.J. Cowdon
	:
	Statistical Methods in Quality Control

	5
	Vajda, S.
	:
	The Theory of Games and Linear Programming

	6
	Hadley, G
	:
	Linear programming, Addison Wisley

	7
	GASS

	:
	Linear programming, McGraw-Hill

	8
	Garvin, W.W.
	:
	Introduction to linear programming, McGraw-Hill Book Co. N.Y. 1910


	Paper Code :  313613
	-------
	Credits : 4
	Class Hours : 120 hrs.

	Paper Title :
	 Demography & Population Studies


Fertility, Human reproduction, Birth intervals, Intermediate variables of  fertility, Proximate determinants of fertility, Bongaarts aggregate fertility model and its application. Fecundability and estimation of fecundability. 
Fertility estimation by indirect techniques-Brass, Hill and Coal-Trussell techniques, Relational Gompertz model.

Estimation of mortality from the inter-census, Survivalship ratio. Estimation of infant and child mortality by indirect techniques such as Brass, Sullivan Trussell and Feeny method under various situation. Estimation of adult mortality from the information on orphaned. Statistical theory of life table table  functions and force of mortality, Multiple decrement life table, Model life tables.
Reproductive health: Concept, Elements of reproductive health, Population control and family planning, The dynamics of contraceptive use and their measures. Family planning programme in Bangladesh.

Population policy, Elements of population policy, strategies, future direction and challenges, Population policy in Bangladesh.
Books recommended:
	1
	United Nations
	:
	Manual I to XI.

	2
	Retherford, R.D. & Choe, M.K. 
	:
	Statistical models for causal analysis, Willey, NY


	3
	Brass, W. (1968)
	:
	The demography of tropical Africa, Princeton University Press

	4
	Brass, W. (1965)
	:
	Methods of estimating fertility & mortality from defective and limited data, University of  North Carolina at Chapel Hill


	5
	Sekaron, C. Chandra & Hermalin, A.F. (1975)
	
	Measuring the effect of family planning programs in fertility, Paris development centre of the OECD.

	6
	Coale, A.J & Demeny, P. (1966)
	:
	Regional model life tables & stable population, Princeton University Press, New jersey.

	7
	Shryock, H.S. & Others (1971)
	:
	The Methods and Materials of Demography. Department of Commerce

Bureau of the Census.

	8
	Keyfitz, N. (1968)
	:
	Introduction to the Mathematics of Population, Addison-Wesley  Publishing Co.

	9
	Keyfitz, N. (1977)
	:
	Applied Mathematical Demography, Wiley

	10
	Chiang, C.L. (1984)
	:
	The life table and its applications, R.E. Krieger publishing Co.

	11
	Biswas, S.
	
	Stochastic process in demography and application, Wiley Eastern Ltd.

	12
	Journals
	:
	Population studies, Demography, Population and Development Review,  Studies in Family Planning, Asia-Pacific Population Journal, Contraception

	13
	Pollard, A.H. Farhat, Y. & Pollard, G.N
	:
	Demographic technique

	14
	Bongaarts, J. & Potter, R.G. (1983)
	:
	Fertility, biology, and behavior : an analysis of the proximate determinants of fertility, New York : Academic press

	15
	Goldstein, H. (1987)
	:
	Multilevel models in educational and social research, London: Charles Griffin & Company Ltd.

	16
	Haiil, S.S & Rao, K.V. (1992)
	:
	Advanced techniques of population analysis, New York : Plenum press.

	17
	Namboodiri, M.K. & Suchindran, C.M. 
	:
	Life table techniques and their applications, London : Academic press

	18
	Leridon, H.
	:
	Human fertility the basic components, Chicago the University of Chicago


	Paper Code :  313615
	-------
	Credits : 4
	Class Hours : 120 hrs.

	Paper Title :
	Stochastic Process


Review of stochastic process – Kolmogrov’s theorem, Stationary stochastic process with  discrete time process with discrete time parameter, Markovian and non-Markovian processes, Markov processes with discrete and continuous state spaces, Review of queuing theory, queue systems, M/M/S system with infinite number of servers.
Continuous stochastic process: general theory, wiener process, point-process, stationary process, etc.
Renewal process and related concepts : examples of renewal processes – fundamental models. Distribution of number of renewals, different types of renewal processes.

Branching process : Structure of the process, Branching process, Age dependent branching process, Branching renewal process, Multidimensional branching process.
Books recommended: 
	1
	Chung, K.L.
	:
	Markov Chains with Stationary Transition Probabilities, 2nd edition, Springer Verlag

	2
	Parzon, E.
	:
	Stochastic Processes, Holden-Day

	3
	Bartlett, M.S.
	:
	Introduction to Stochastic Process

	4
	Yag-lom
	:
	Stationary Random Processes

	5
	Gross, D and Harris, C.M.
	:
	Fundamentals of Queuing Theory, John Wiley, 1976

	6
	Jagers, P.
	:
	Branching Processes with Biological Applications, John Wiley, 1975

	7
	Karlin, S. & Taylor, H.M.
	:
	A First Course in Stochastic Processes, 2nd ed. Academic Press

	8
	Cinlar, E.
	:
	Introduction to Stochastic Processes, Prentice-Hall, 1975

	9
	Bhat, B.R.
	:
	Applied stochastic Process, 2nd edn. Wiley & Sons, N.Y.

	10
	Mehadi
	:
	Stochastic Process, Wiley Eastern Lt.

	11
	Srinivashan, S.K
	:
	Stochastic Point Process, Charles Griffin, London.


	Paper Code :  313617
	-------
	Credits : 4
	Class Hours : 120 hrs.

	Paper Title :
	 Bio-statistics


Basic Concepts of Lifetime Distributions: Interrelationships, Survival functions and Hazard rate, Mean residual life function and Median life time. 

Residual Data: Truncation ad censoring, Right and left censoring, Type I and II censoring, Random censoring, Progressive Type II censoring. 
Parametric Survival Distributions: Likelihood functions. Joint density function of failure time, Data for different censoring mechanism, Exponential, Two parameter exponential, Weibull, Log-normal, Normal and Gamma distribution, Inference procedure (Estimation and test for small and large samples).
Non – Parametric Method: Estimating survival and hazard functions, joint density function of actuarial and product limit method Estimation and standard error. Median survival time. Interpretation of the survival curve, confidence interval for survival time, confidence interval for median. 
Comparison of two survival curves: Log – rank test, Hazard ratio, Confidence interval for hazard ratio, Mantel – Haenszel test, Stratified long – rank test, Median survival, Non proportional hazards comparing follow – up in two groups compression of more than two groups.
Parametric Regression Models: Exponential and Weibull regression models residual analysis and other model checks. 
Logistic Regression Model: Introduction to logistic regression, Important special cases of the logistic model, Computing the odds ratio in logistic regression model, Maximum likelihood techniques, Statistical inferences using ML techniques, Modeling strategy for assessing interaction and confounding, Analysis of matched data using logistics regression for case – control study, Polytomous logistic regression models, Probit models. 
Cox Proportional Hazards Model: Proportional hazard model and its characteristics, Evaluating the proportional hazards assumptions, Estimation procedures (marginal, conditional, partial likelihood), Stratified procedure, Proportional hazard model for time dependent variable.

Discrimination function analysis : (Techniques related to survival analysis) 
Books recommended:
	1
	J.F. Lawless, 1982.
	:
	Statistical Model and Methods for Lifetime Data, Wiley: New York 

	2
	J.D. Kalbfleish and R.L. Prentice, 1982
	:
	The Statistical Analysis of Failure Time Data. Wiley : New York

	3
	D.G. Hosmer and S.Lemeshow. 1989
	:
	Applied Logistic Regression. Wiley : New York

	4
	D.R. Cox and D. Oaked, 1988
	:
	Analysis of Survival Data. Chapman and Hall London and Hall : London :


	5
	D.G. Kleinbaum, 1994.
	:
	Logistic Regression, Springer – Verlag: New York

	6
	D.G Kleinbaum, 1996.
	:
	Survival Analysis Springer: New York

	7
	E. Harris and A. Albert, 1991
	:
	Survivorship Analysis for Clinical Studies Marcel Decker: New York

	8
	Breslow, N.E. and Day N.E. 1980
	:
	Statistical Methods in Cancer Research I: The Analysis of Case control Studies. IARC: Lyon

	9
	Nelson, W. 1982
	:
	Applied Life Data Analysis Wiley: New York

	10
	N.G. Beeker 1987
	:
	Analysis of Infections Disease Data. Chapman and Hall: London

	11
	E. Marubini and M.G. Valsecchi
	
	Analysis Survival Data from Clinical Trials and Observational Studies

	12
	R.A. Johnson & D.W. Wichern, 1982
	:
	Applied Multivariate Analysis – Prentice – Hall Inc. Englewood Cliffs, NJ

	13
	E.T. Lee, (1980)
	:
	Statistical Method for Survival Data Analysis. Life Learning Publication, Belmont, California


	Paper Code :  313618
	------
	Credits : 6
	 

	Paper Title :
	  Practical 


Lab 1: Multivariate Analysis and Statistical Inference, 50 Marks, 2 Credits
(i)
Inference about mean vector and variance-covariance matrix of multivariate population, Comparison of several multivariate means, Fitting of linear and non-linear models with multivariate data, Analysis of covariance structure, Analysis of data by principal components, Factor analysis,
(ii)
Drawing of samples from multivariate normal, Chi-square, Cauchy, Gamma, Beta and other distributions. Estimation of population parameters of different distributions by different methods and their standard errors. Problems on advanced theory of estimation and test of hypothesis. Different non-parametric tests. Drawing of power functions of different test procedures.
Lab 2: Experimental Design & Sampling Techniques, 50 Marks, 2 Credits
Experimental Design 

Analysis of Sn factorial experiments, their confounding, fractional replicates, Analysis of non-orthogonal designs, BIBD, PBIBD, Split plot design, Split block design, Youden square and other designs, Covariance With several variables in different design.

Sampling Technique  

Drawing samples from continuous populations, 3-stage sampling with equal and unequal clusters (estimation of mean, proportions, their standard errors and their estimates), Multistage sampling with equal and unequal probability, Methods of self-weighting: estimation of parameters and standard errors, Multiphase sampling. Double sampling of different techniques (estimation of mean, proportions, etc. their standard error). Allocation of sample sizes, Repetitive survey, estimation non-response, etc.
Project Work, 2 Credits
Each student will have to prepare a project report based on either primary or secondary data. The report will reflect the knowledge of the students of statistical tools and techniques learned in their class room lectures. The project report will be evaluated by internal and external examiners. The report should be prepared on group basis. However a group must not formed with more than ten (10) students. 
	Paper Code :  313620
	------
	Credits : 2
	 

	Paper Title :
	 Viva-Voce


�








